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ABSTRACT
Despite extensive accessibility research, inaccessible websites re-
main stubbornly prevalent, partly due to limited accessibility aware-
ness among web developers. The advent of code generation models
presents an opportunity to guide accessibility-unaware developers
toward enhanced accessibility practices. Ourwork examines the cur-
rent state of accessibility in AI-assisted web development. Empirical
evidence reveals code generation models serve as a double-edged
sword, prompting a discussion on future research directions.
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1 INTRODUCTION
The web is indispensable for critical daily activities such as educa-
tion, entertainment, and social interaction. Thus, there is active re-
search and extensive prior work onweb accessibility [4, 6, 14, 18, 22].
Despite these efforts, the actual progress has been minimal. Even to-
day, most web pages do not comply with the accessibility standards
outlined by the Web Content Accessibility Guidelines 2.0 (WCAG
2) [3]. Among the 1 million web pages evaluated by WebAim [7],
a staggering 96.3% contained WCAG 2 failures, such as missing
alternative text for images, unlabelled buttons, and low contrast
text. Over the past four years, this value has only dropped by 1.5%.

Prior work has attributed this slow pace to a lack of awareness
among industrial technology professionals and scarcity of resources
for translating guidelines to practical code implementation [8, 11].
Patel et al. [12] suggested research into integrated development
environment (IDE) plugins, to assist developers in addressing ac-
cessibility issues. Code generation models, already available as
IDE plugins as illustrated in Figure 1, might have the potential
to provide this assistance. Their usage offers the opportunity to
evaluate their effectiveness in guiding developers toward improved
accessibility practices. Conversely, there is a pressing need to study
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whether the increasing prevalence of these models introduces new
accessibility-related vulnerabilities.

Figure 1: GitHub Copilot Plugin for Visual Studio Code

Thus, my thesis work aims to examine the current state of ac-
cessibility in AI-assisted web development. Specifically, it seeks to
investigate the following broad research question: “How does the
accessibility of websites developed by industrial web developers (or
proxies) with the assistance of code generative models compare to those
developed without such assistance?” This research will shed light on
the effectiveness of AI developer tools in supporting web develop-
ers to adhere to current accessibility standards. Further, it will have
broader implications on the evolution of developer practices with
AI assistance and mitigation strategies to improve benchmarks of
code language models on non-functional code requirements (such
as accessibility, security, latency) [19].

2 RELATEDWORK
This work draws and builds upon previous research on developer
accessibility practices and the usability of AI-assisted development.

Developer Accessibility Practices. Prior studies have explored de-
velopers’ perceptions of accessibility, revealing a shared empathy
for accessibility considerations among all developers [16]. Still, ac-
cessibility is an afterthought in coding practices due to several
factors. These include a lack of emphasis on accessibility in educa-
tional and industry standards [5, 10], the complexity of accessibility
guidelines [8], and the perceived additional time, effort, and cost
required for implementation [1]. Researchers have advocated for
a “blended approach” [11], which treats accessibility as an integral
non-functional requirement, akin to security and privacy, in UI/UX
documentation. They have also suggested building appropriate IDE
tooling for developers to assist them in catching and remediating
accessibility violations [12].

Usability of AI-assisted Development. Recent usability research on
AI-assisted development has examined the effectiveness and uptake
of code suggestions among developers [9]. Findings indicate that de-
velopers did not frequently accept these suggestions as they did not
appropriately consider the software requirements. This is because
primary research on code generation models has mainly focused
on functional correctness while often sidelining non-functional
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requirements such as latency, maintainability, and security [19].
Consequently, there have been increasing concerns about the secu-
rity implications of AI-generated code [17]. Such code, trained on
vast datasets of human-written buggy code [13], is prone to con-
tain code smells [15] and potentially introduce vulnerabilities [2].
Future research should focus on vulnerability mitigation strategies
for better usability of these agents and improved efficiencies in
AI-assisted development.

3 EMPIRICAL STUDY SETUP
In this study, we focus specifically on the empirical evaluation of
GitHub Copilot as an extension in a natural software development
environment, i.e., Visual Studio Code. Copilot is an AI developer
tool by GitHub, trained on publicly available code from GitHub
repositories, that generates contextually relevant code suggestions.
We conduct a comparative analysis by reviewing GitHub Copilot’s
code suggestions against the developer’s source code for active
websites in real-world web development scenarios. For this study,
we assume that the code committed by the developer on GitHub
lacks any AI assistance and hence serves as our ground truth. We
follow the steps below to assess GitHub Copilot’s code suggestions.

Step 1: Task Selection. We select six actively updated websites that
span various categories defined by the IAB Content Taxonomy [21],
such as business, education, and entertainment, etc., open-sourced
on GitHub. These sites exhibit varying levels of adherence to the
Web Content Accessibility Guidelines (WCAG) 2.0 standards. Our
selection of web development tasks focuses on the recently resolved
“UI enhancement” issues on these websites, specifically choosing
those with the potential for at least one of the six most frequently
occurring WCAG 2 failures [7] and requiring modifications to a
single file.

Step 2: Prompt Definition. First, we revert the source code to the
commit just before the developer addressed the issue. Then, we
prompt GitHub Copilot with the functional requirements by provid-
ing the issue description and relevant file paths as comments. We
ensure that no other file is opened as an additional context window,
and prompt precisely at the exact location in the same file where the
original edits were made. We keep accepting Copilot’s suggestions
until no further recommendations are provided. In instances where
the developer had modified existing lines of code, we select those
code lines and utilize the Copilot Chat feature for prompting. This
setup aims to mirror the developer’s interaction with Copilot as
closely as possible.

Step 3: Code Evaluation. The final step involves comparing the
developer source code with the suggestions applied from Copilot.
We limit our evaluation of WCAG failures to the modifications
highlighted in the code difference file, disregarding errors outside
these bounds. Through qualitative analysis, we ascertain whether
Copilot’s interventions mitigate existing accessibility barriers or
inadvertently introduce new ones.

4 PRELIMINARY RESULTS
Opportunities. Copilot frequently generated placeholder attributes
to enhance accessibility, such as consistently appending an alt

attribute to the img tag, thereby encouraging developers to pro-
vide alternative text for images. However, these placeholders often
lacked content; when populated, the provided text was usually not
pertinent. Therefore, a future direction for my thesis would be to
explore the adoption of such nudges among developers. Moreover,
Copilot demonstrated capability in addressing specific accessibil-
ity requirements, mainly when directly prompted or when these
requirements coincided with functional requirements. An example
includes the task of enhancing button contrast against the web-
site background. Copilot effectively identified and remedied the
contrast issues, although it did not strictly adhere to the WCAG-
recommended contrast ratios. This indicates Copilot’s potential to
improve web accessibility, albeit with limitations such as requiring
explicit instruction.

Challenges. Copilot’s output heavily depended on the existing ac-
cessibility of a website: it produced inaccessible elements for web-
sites already lacking in accessibility and tried to mimic accessible
design patterns in more compliant websites, though not always
successfully. Similarly, human developers, also contextual learners,
recognized and incorporated accessibility as a crucial aspect of
design when they encountered accessible websites, striving to cre-
ate accessible elements themselves. However, based on our limited
dataset, Copilot has not yet been able to exceed the accessibility
standards set by professional developers. Further, we additionally
noticed instances where Copilot hallucinated inaccessible elements,
unrelated to the functional requirements, extrapolated from irrel-
evant contexts. For example, Copilot added unlabelled YouTube
video links for research papers in a research portfolio, which were
never provided as assets. Thus, another thread in my thesis will
explore these vulnerabilities and developers’ reactions to them in
more detail.

5 FUTUREWORK AND CONCLUSION
As discussed above, the initial efforts in this research were concen-
trated on a qualitative accessibility evaluation of code generation
models on web development tasks. As the next step, we plan to
conduct a comprehensive task-based study with industrial web de-
velopers or proxies such as CS students or freelance developers [20].
This study will assess how these developers leverage Copilot in
web development tasks, focusing on code compliance with WCAG
2 guidelines. Recognizing that both humans and Copilot learn con-
textually, we will also explore the effects of task sequencing on
accessible versus inaccessible websites, aiming to understand if and
how developers and Copilot can mutually enhance their learning
and application of accessibility standards. Additionally, we intend
to automate the evaluation process and identify quantitative acces-
sibility metrics that accurately reflect the nuances of AI-assisted
web development.
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